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Abstract. OpenCUBE aims to develop an open-source full software
stack for Cloud computing blueprint deployed on EPI hardware, adapt-
able to emerging workloads across the computing continuum. Open-
CUBE prioritizes energy awareness and utilizes open APIs, Open Source
components, advanced SiPearl Rhea processors, and RISC-V accelera-
tor. The project leverages representative workloads, such as cloud-native
workloads and workflows of weather forecast data management, molec-
ular docking, and space weather, for evaluation and validation.
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1 Introduction

OpenCUBE is a project funded by the European Commission and initiated in
January 2023. Its primary aim is to create, implement, and validate a full soft-
ware stack for enabling a European Cloud computing blueprint deployed on
European hardware infrastructure and cater to industrial and consumer cloud
workloads. Additionally, the project aims to prioritize power and energy effi-
ciency by incorporating power awareness at all levels. OpenCUBE will support
the diverse requirements of the entire computing continuum, spanning from edge
to cloud and high-performance computing (HPC).

OpenCUBE involves designing and installing a prototype hardware infras-
tructure composed of SiPearl processors and Semidynamics RISC-V accelera-
tors, which are outcomes of the European Processor Initiative (EPI). Heteroge-
neous compute nodes will be interconnected with a high-performance Ethernet
network to support the exploration of emerging memory and storage disaggrega-
tion. OpenCUBE will create a unified software stack encompassing various best
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practices and open-source tools at the operating system, middleware, and sys-
tem management levels. The OpenCUBE software stack for cloud services will
be open-source and leverage industry-standard Open APIs and Open Source
components.

In line with the European Green Deal initiative, OpenCUBE is designed
to enable energy awareness as a fundamental feature across the entire stack.
Through software-hardware co-design, the OpenCUBE software stack will pro-
vide API access to various site levels, from core, socket, node, and even to the
electricity grid. The project will utilize representative workloads, such as weather
forecast data management, molecular docking, and space weather workflows, to
inform the design and deployment of the OpenCUBE system.

2 Approach

OpenCUBE takes an approach focusing on close hardware and software inter-
faces and is organized into four thrusts – hardware platform, middleware, het-
erogeneous data center (DC), and applications (Figure 1).
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Fig. 1. An overview of the OpenCUBE approach with a focus on close interface between
software and hardware.

• The Hardware Platform is designed for hosting EPI systems, e.g., SiPearl
Rhea and Semidynaimcs RISC-V processors. The design is adapted for cater-
ing to both cloud-native and HPC workloads’ requirements. Also, the hardware
platform provides inputs to the design of the operating system and middleware
for a heterogeneous data center. As in the early phase, a prototype platform is
built to exploit ARM-based processors available in commercial cloud systems,
high-performance Ethernet-based interconnects, and the EPAC RISC-V accel-
erator.
• Operating Systems and Software will leverage and extend open-source
components to support newly released hardware features for monitoring and
resource management on the hardware platform. Extensions to system manage-
ment services and OS will be designed to utilize the high-performance Ethernet
network and enable power awareness at various system levels to achieve energy
efficiency and performance. Open-source profiling tools will be adapted to the
new CPU architecture to improve performance tuning and debugging.
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• A Scalable Heterogeneous Data Center architecture will be deployed
through open-source middleware specifically adapted to the hardware platform
and targeted workloads. In particular, the OpenCUBE middleware will focus
on improving the utilization of heterogeneous compute and memory resources
on node. Also, extensions are to be developed to enable memory disaggregation
over the fast network for either memory expansion or data staging in workflows.
High-performance network software is designed to enable the efficient execution
of applications in cloud-based containerized environments. For instance, MPI is
the dominant communication API for traditional HPC applications. However,
its relatively static model, which was developed for conventional HPC setups
and schedulers, needs to be revised for and adapted to cloud-based application
deployment, for example, using the recently introduced MPI Sessions concept [2].
• Driver Applications & Workflows will interact with hardware, software,
and DC middleware thrusts to input workload requirements. The OpenCUBE
stack will be validated and evaluated through these applications, including cloud-
native workloads and workflows targeting the computing continuum from cloud,
HPC, and edge. The applications will continuously provide feedback throughout
the development of the stack. For instance, ECMWF [1]’s IFS will drive cus-
tomization of general data storage middleware. A workflow with integrated ML-
based analytics and iPIC3D [3]-based simulation will guide the software stack for
converged HPC and cloud. A virtual screening workflow based on AutoDock [7],
a widely used molecular docking software for drug discovery, will be used for
validating cloud-based workflows on heterogeneous resources.

3 Preliminary Results and Roadmap

In the first phase, we are deploying a prototype hardware platform of one rack of
four HPE ProLiant RL300 servers with 256 GB DDR4 memory and a minimum
of 1 TB NVMe SSD for provisioning fabric-attached memory. An FPGA emu-
lator is employed to integrate EPAC RISC-V processors for acceleration. The
platform is equipped with Slingshot interconnects, including one Cassini Switch
GB Ethernet and the Cassini network interface card.

To enable cloud-native workflows, we investigate a popular workflow man-
agement software, Apache Airflow. As a case study, we used a virtual screening
software in drug discovery, AutoDock, to enable a workflow of automatic elastic
molecular docking on the cloud [4]. Our preliminary results confirm the feasi-
bility of deployment into the containerized environment. We investigated the
state-of-the-art disaggregated memory technologies such as Compute Express
Link (CXL) for the scalable heterogeneous data center architecture. We devel-
oped a memory-centric profiling tool and a software emulation framework to
explore design space [9] quantitatively.

To enable converged computing between Cloud and HPC, we developed a
framework atop the open-source container orchestrator Kubernetes that enables
the reuse of already provisioned infrastructure. This capability enables auto-
matic horizontal scaling for tightly coupled MPI-based applications, which is
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cumbersome to realize on traditional HPC systems [5]. In analyzing application
requirements for input to OpenCUBE stack design, we also identified a scalabil-
ity bottleneck in reduction operation due to a large number of synchronization
points. We proposed a matrix-based multi-dimensional reduction algorithm for
accelerating the local search of the scoring function and explored a tensor-based
implementation for optimizing the molecular docking process [8]. The results
show an over 25% improvement in average docking time for a real-world docking
scenario.

On the roadmap towards an open-source cloud blueprint, the OpenCUBE
project employs an approach focusing on close interaction between software and
hardware development to create an open-source cloud blueprint on EPI systems.
The prototype implementation in OpenCUBE will be validated and evaluated
with industrial and consumer cloud applications. Development in enabling adap-
tive MPI communication setup, e.g., session, will also provide feedback to stan-
dardization bodies [6]. OpenCUBE’s roadmap aligns the major upgrade of the
prototype hardware infrastructure with chips produced from EPI. Meanwhile,
insights and findings learned during the design and development of the Open-
CUBE stack based on the Sipearl Rhea and Semidynamics RISC-V processors
are feedback to the Open Source, EPI, and Computing Continuum communities.
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